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- Quantum query complexity $=\theta\left(n^{1 / 3}\right)$ [Aar02, AS04]
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Main theorem. $\mathrm{BICOL}_{N}$ has randomised (and even quantum) communication complexity $\Omega\left(N^{1 / 12}\right)$.
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Technical barrier. Popular method to show communication lower bounds is lifting. Given $f$ for which we know a query lower bound, we wish to compose with a small "gadget" $g$ to create a two-party problem.
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v. s. natural problem $B I C O L_{N}$
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No lifting this
for XoR:C
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|  | $\mathbf{0}$ | $\mathbf{1}$ | $\mathbf{2}$ | $\mathbf{3}$ |
| :--- | :--- | :--- | :--- | :--- |
|  | 0 | 0 | 1 | 1 |
| $\mathbf{1}$ | 0 | 1 | 1 | 0 |
| $\mathbf{2}$ | 1 | 1 | 0 | 0 |
| $\mathbf{3}$ | 1 | 0 | 0 | 1 |
|  |  |  |  |  |

(a)

(b)
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Bonus! Sherstov [She11] proved that approx degree lifts to approx rank with VER. We note that VER is a regular function! Proof by picture.

(a)
$V E R: \mathbb{Z}_{4} \times \mathbb{Z}_{4} \mapsto\{0,1\}$

(black) $(x, y) \mapsto(x+1, y-1)$
(orange) $(x, y) \mapsto(1-x,-y)$
(b)

Generators on $V E R^{-1}(1)$
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Proof complexity. We show a similar lower bound for the search problem of natural bipartite analogue for the Pigeonhole Principle.

We do this by a simple search-to-decision reduction, which involves appending a $1-1$ list to our input. We illustrate the property below.


## Thanks for listening! Au revoir

